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Abstract 

 Data fusion is the process of combining data from multiple sensors into one 

framework to provide better data analysis and improve decision making. It is a rapidly 

evolving trend among other ones such as IoT, Industry 4.0 and Big Data. And like every 

method, data fusion has its own difficulties. From having to deal with heterogeneous 

data and noise, different sampling rates and improper weight assignment for the raw 

data to receiving inferences that are contradictory – all of these are issues that can be 

assessed with the help of Kalman filter or Bayesian/ Demster-Shafer methods or some 

other well known algorithms.  
 But there are other complexities that have been known for more than 20 years 

and a lot of attempts were made to solve them however the ideal solution is yet to be 

found. The issues arising in data fusion implementation include the fact, that there is no 

ideal algorithm for any situation, a faulty sensor cannot be “replaced” by a complex 

framework, there is not enough sufficient training data due to changing environmental 

conditions and the value of output is hardly quantifiable. These problems possess a 

great interest in multiple fields and some solutions have been proposed however the 

determination of the best way to tackle them is yet to be determined.  
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1 Introduction 

 According to the official definition, data fusion is “the process of getting data 

from multiple sources in order to build more sophisticated models and understand more 

about a project. It often means getting combined data on a single subject and combining 

it for central analysis” [1]. 

 Data fusion was first mentioned in 1985 by Joint Directors Laboratories and was 

implemented in a 5level model. The initial description of data fusion was “A process 

dealing with the association, correlation, and combination of data and information from 

single and multiple sources to achieve refined position and identity estimates, and 

complete and timely assessments of situations and threats, and their significance. The 

process is characterized by continuous refinements of its estimates and assessments, 

and the evaluation of the need for additional sources, or modification of the process 

itself, to achieve improved results”. The model proposed is still used for data 

visualization however it has its flaws and was several times modified [2]. 

 With the recent advancement of IoT, Industry 4.0 and Big Data, data fusion has 

gained some popularity among information scientists. Being mainly a militaristic 

methodology in the beginning, data fusion is now being applied in many fields such as 

automotive, agricultural, medical and others. The main tasks data fusion tackles are 

target acquisition [3], health diagnosis estimation [4], image combining [5], risk 

analysis [6], fingerprint and/or object recognition [7] [8] [9], sensor information 

processing in wireless networks [10] [11] [12].  

2 Data fusion: structure and problems 

 The are several data fusion advantages over using a single sensor. If identical 

sensors are used that would provide a statistical advantage in gaining additional data 

from another source and would result in a more accurate inference.  This can be 

compared to simply having more observations from a single sensor. Adding another 

sensor (radar) can tremendously help in target detection/ acquisition because the 

position could be now calculated using triangulation and two observation angles would 

minimize the blind sport in collected information making a better performance than 

each sensor would individually. Further motivation to include data fusion into any 

framework is the continuous reliability of the decision in case of a technical sensor 

failure and faster data acquisition since several sensors are working simultaneously [13] 

[14]. 

 There are generally three levels where the fusion can be performed: the direct 

raw data fusion, the feature vector representing the data fusion and inference fusion 

after data has been processes and vectors combined.  
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 If the sensors are mining homogeneous data (like two cameras or sound sensors) 

the initially collected data can be fused into one bigger data set however the dispersion 

of information must be taken into account for data further normalization. The easiest 

intuitive way to combine data from homogeneous sensors is to simply take the weighted 

average however a better method for raw data processing is Kalman Filter. It will take 

into account the given data and predict the estimate of the observable object. Since 

Kalman Filter is a recursive algorithm, it can work with noisy data. In case the algorithm 

is non-linear, the extended Kalman Filter can be used. Although the data is 

homogeneous there is a need for some adjustments: different sampling rates must be 

synchronized. 

 If the obtained data from sensors is not of the same kind, the fusion must happen 

at feature extraction or inference levels. The feature level calls for significant feature 

extraction (for example, how an architect can combine other building features to create 

a new one). Since it is complicated to work with the whole concatenated feature set 

there arises a need to select the most important features. This way the feature world can 

be grouped into various regions by feature similarity or, in other words, clustered. The 

common unsupervised algorithms are the self-organizing map (that not only produces 

a map of the data samples given but also aids in dimensionality reduction [15]) and 

other neural network algorithms, K-means clustering (with creating K centroids among 

data points and assigning each data point to the nearest cluster) or other clusterisation 

algorithms [14].  

 Inference fusion level combines all preliminary decisions made and selects the 

most likely option. For the inference level the commonly used algorithms are Bayesian 

inference and Dempster-Shafer.  The Bayesian theory provides us with the probability 

of a hypothesis with updating information option and the Demster-Shafer method  is a 

more general form of Bayesian since it can calculate the likelihood for multiple 

evidences that are not known (therefore the sum of all possible events does not 

necessarily need to be equal to 1 and the prior state is not necessary) [16]. 

 Although many methods for data fusion are being currently implemented there 

are still various problems that arise. In [17] multiple problems were listed such as: 

 There is no substitute for a good sensor; 

 Downstream processing cannot make up for errors (or failures) in upstream 

processing; 

 Sensor fusion can result in poor performance if incorrect information about 

sensor performance is used; 

 There is no such thing as a magic or golden data fusion algorithm; 

 There will never be enough training data; 

 It is difficult to quantify the value of a data fusion system; 
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 Fusion is not a static process.  

 These problems were knows almost 20 years ago and still most of them remain 

unsolved. If there is no way to accurately observe something, no amount of other 

sensors can solve this issue. This becomes especially challenging when the observation 

objects shift from physical target to the human based targets and even the observation 

phenomena determination is a challenge. 

 Data processing still must be precise and accurate at every level. Failure to do 

so cannot be covered by more complex algorithms and techniques, because the data and 

therefore the decision will be contradictory to the expected result. 

 The failure in assigning correct accuracy and weights to the sensor data will lead 

to biased fused vectors and errors in the final estimation. This way the obtained fused 

decision might be worse than the decision based on the processing of data from the best 

sensor.  

 There are many sophisticated algorithms that were stated in the past couple of 

years but there is no universal method for all of the situations. Every time the fusing 

methods must be modified to match the current situation. 

 The not enough data is only thing that can be argued about with the Big Data 

trend providing tremendous amounts of data however not any data set is ideal for 

training and pattern recognition due to condition change. A combination of sample data 

and artificially created data (for example, for galaxy/star detection artificial galaxy/star 

images can be made) can be the solution. 

 The evaluation of the fused inference is still based on a probability and data 

fusion process still has to be continuously updated with new information for better 

results [13]. 

2.1  Application examples 

 Data fusion can be applied in many fields most revolutionary of them being the 

medical one. In [18] authors propose to compare a part of a medical data stream 

(measuring body temperature, blood pressure etc.) to the same data stream in the past 

and tries to find the most similar sequence. This way, if any person has monitoring 

sensors present it would be easy to predict a critical situation.  

 In [19] the patients are proposed to wear body sensors for condition monitoring. 

Since these sensors have the capability to measure the position and the acceleration/ 

velocity of the person it is possible to predicts his actions: if he is doing something 

physically demanding, sleeping; it is even possible to distinguish if the person fell on 

the ground and need assistance.  

 In [20] a way to estimate the position of a wheelchair is proposed. In [21] kernel 

Random Forest (see Figure 1) is used for heart disease prediction. Daily activity data is 

obtained from a collection of sensors which measure number of steps taken in a day, 
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calories burned, cholesterol level, sleeping hours, sleep quality, calorie intake and 

others. The fused data is later used to form a unified classifier. The data is store in an 

online cloud and transmitted over 5G. For classification the random forest method is 

used which proved to be the most accurate in [21] with tree depth 15 and accuracy 98%. 

In [28] an overview of other military and non-military applications of data fusion 

can be found (Table 1). 

Table 1. Data fusion application fields [28] 

Application 

specifics 

Inference 

obtained 

Primary data 

observed 

Surveillance 

volume 

Sensor 

platform 

Ocean 

surveillance 

Detection; 

tracking; 

identification of 

targets 

EM signal; Acoustic 

signals; Nuclear 

related 

 

Hundreds of 

nautical miles; 

air/subsurface 

Ships; 

aircraft; 

submarines 

(ocean or 

ground-based) 

Air defense Detection; 

tracking; 

identification of 

aircraft 

EM radiation Hundreds of 

km if strategic; 

km  if tactical 

Ground based; 

Aircraft; 

Ships 

Target 

acquisition 

Detection and 

identification of 

ground targets 

EM radiation Battlefield (10 

to 100 km) 

Ground-

based; 

Aircraft 

Strategic 

warning and 

defense 

Detection of 

ballistic missiles 

and warheads 

EM radiation; 

Nuclear related 

Global Satellite; 

Aircraft; 

Ground-based 

Condition 

maintenance 

Detection of 

faults; 

Recommendation 

for maintenance 

EM signal; Acoustic 

signals; Magnetic 

signals; 

Temperature; X-

rays; Vibration 

Microscopic to 

decimeter 

Ships; 

Aircraft (any 

industry) 

Robotics Location; 

Obstacle 

identification; 

Manipulation of 

objects need 

TV signal; Acoustic 

signals; EM signals; 

X-rays 

Microscopic to 

decimeter 

Robot body 

Environmental 

monitoring 

Identification and 

location of 

natural 

phenomena 

SAR; Seismic; EM 

radiation; Core 

samples; Bio data 

From km to 

hundreds of 

km 

Satellites;  

Aircraft; 

Ground-based 
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Figure 1. Pseudocode for Random Forest. 

2.2 Most common algorithms 

 As was mentioned before, data fusion can be divided into 3 levels: raw data 

fusion, feature fusion and inference fusion. In case of homogeneous data, such 

algorithms can be used: 

 k-Nearest neighbors (kNN, a supervised machine learning algorithm used for 

classification and/or regression problems); 

 Probabilistic Data Association Filter (PDAF, used for plot association in a 

target tracking algorithm); 

 Joint Probabilistic Data Association Filter (JPDAF, similar to PDAF but 

works with multiple targets). 

 If the data is heterogeneous, each data set must form a feature vector, which 

could be later combined with the help of: 

 Maximum Likelihood Estimator (MLE, a method of estimating the 

parameters of a statistical model given observations, by finding the parameter 

values that maximize the likelihood of making the observations given the 

parameters) [22]; 

 Maximum A Posteriori Estimation (MAP, which tackles the same problem 

as MLE but needs less data for producing the same results) [23]; 

 Kalman Filter (a tool that based on a series of observations produces a 

prediction about the future state of an object in a linear system with  

Gaussian noise); 
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 Particle Filter (similar to Kalman filter, but more likely to produce better 

results in a non-linear system) [24]; 

 Self-organziing map (SOM, type of neural network, that does unsupervised 

learning to produce a low-dimensional discrete representation of the training 

samples in a map form) [25]. 

 After the common vectors are extracted it is necessary to provide inferences for 

each vector or their combination and come to a final decision. In order to deal with 

contradictory inferences at the inference fusion level such methods are used: 

 Bayes theorem (a method used for calculating conditional probabilities) [26]; 

 Demster-Shafer theory (A generalization of the Bayesian theory. Whereas 

the Bayesian theory requires probabilities for each question of interest, belief 

functions allow us to base degrees of belief for one question on probabilities 

for a related question) [27]. 

3 Conclusions 

 Unfortunately, there is still space for improvement in the data fusion field. 

Although fusing algorithms become more complex and in many fields sensor 

monitoring can lift the workload from humans the final decision in most cases still must 

be made by a human user due to uncertainties in inference fusing process. 
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