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1 Foreword

Research results presented in this technical report are directly related to the research aim
and object of the doctoral studies and future dissertation.

Research results presented in this technical report covers objective No 1 of the doc-
toral studies and future dissertation: the analytical literature review of the related works
in Machine Learning and Deep Machine Learning areas, comparing the best algorithms
for phishing websites detection, is presented.

Research aim and object of the doctoral studies and future dissertation are intro-
duced further in this section.

RESEARCH OBJECT, AIM, AND OBJECTIVES
OF THE DOCTORAL STUDIES

Research object:

1. Machine Learning and Deep Machine Learning algorithms for phishing
websites detection.

2. Adversarial Machine Learning algorithms.

Research aim: The research aim is to develop a new method for effective and
reliable phishing websites detection, based on Deep Neural Networks and
Adversarial Machine Learning algorithms.

Research objectives:

1. Performing literature review, analyzing state-of-the-art algorithms for phish-
ing website detection.

2. Replicating the results of state-of-the-art algorithms.

3. Proposing new and more effective method for phishing website detection.

4. Creating datasets for new experiments.

5. Conducting experimental research comparing the proposed method with
state-of-the-art algorithms.

2 Introduction

Phishing is a form of a cybercrime employing both social engineering and technical trick-
ery to steal sensitive information, such as digital identity data, credit card data, login
credentials and other personal data etc. from unsuspecting users by masking as a trust-
worthy entity. For example, the victim receives an e-mail from an adversary with a threat-
ening message such as possible bank or social media account termination or fake alert on
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illegal transaction [10], directing him to a fraudulent website that mimics a legitimate one.
The adversary can use any information that the victim enters in the phishing website to
steal identity or money [26].

Though there are many existing anti-phishing solutions, phishers continue to lure
more and more victims. In 2018, the Anti-Phishing Working Group (APWG) reported
as many as 785,920 unique phishing websites detected, with a 69.5% increase during the
last five years of monitoring, from 463,750 unique phishing websites detected in 2014 [2].
Global losses from phishing activities exceeded 2.7 billion USD in 2018, according to the
FBI’s Internet Crime Complaint Center [6].

Deceptive phishing attacks are still so successful nowadays because in essence they
are ”human-to-human” assaults performed by professional adversaries who (i) have fi-
nancial motivation for their actions, (ii) exploit lack of awareness and computer illiteracy
of common Internet users [1], and (iii) manage to learn from their previous experience
and improve their future attacks to more successfully lure new victims into visiting new
fraudulent websites. For this reason, common Internet users cannot keep up with new
trends of phishing attacks and learn to differentiate a legitimate website’s URL from a
malicious one, relying solely on their own efforts.

In order to protect Internet users from criminal assaults, automated detection tech-
niques for phishing websites recognition were started to develop. The oldest approach in-
cluded manual blacklisting of known phishing websites’ URLs in centralized databases,
later used by Internet browsers to alert users about possible threats. The negative aspect
of the blacklisting method is that these databases do not cover newly launched phish-
ing websites and therefore do not protect Internet users from ”the zero hour” attacks,
as the most of phishing URLs are inserted in centralized databases only 12 hours after
the first phishing attack [7]. More recent studies have attempted to solve phishing web-
sites detection as a supervised machine learning problem. Many authors have conducted
experiments using various classification methods and different phishing datasets with
predefined features [4, 14, 16].

Although some scientific papers have described promising results, they are not com-
parable with each other due to the fact that authors used differently designed datasets
and different scientific methods. To the best of our knowledge, no studies comparing
classic classification algorithms’ performance on all publicly available phishing datasets
were conducted.

3 Related works

The scientific community has spent a lot of efforts to tackle the problem of phishing web-
sites detection. In general, approaches to solving this problem can be grouped into three
different categories: (i) blacklisting and heuristic based approaches (more in Section 3.1),
(ii) supervised machine learning approaches (more in Section 3.2), and deep learning ap-
proaches (more in Section 3.3) [16].
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3.1 Review of blacklisting and heuristics based research

Although there are initiatives to use a centralized phishing websites’ URLs blacklisting
solutions (e.g. PhishTank2, Google Safe Browsing API 3, etc.), this method was proven
unsuccessful as it takes time to detect and report a malicious URL, because phishing
websites have a very short lifespan (from a few hours to a few days) [24] therefore new
phishing websites’ URL detection methods were started to implement by the science com-
munity.

Heuristic approaches are an improvement on blacklisting techniques where the sig-
natures of common attacks are identified and blacklisted for the future use of Intrusion
Detection Systems [18]. Heuristic methods supersede common blacklisting methods as
they have better generalization capabilities and have the ability to detect threats in new
URLs but they cannot generalize to all types of new threats [24].

3.2 Review of supervised machine learning based research

During the last decade, most of machine learning approaches to solve phishing websites
detection problem were based on the supervised machine learning methods on phishing
datasets with predefined features. In Table 1 we present a detailed summary of other
authors’ results of this problem solving during the last 10 years of study. Our review
consists of the publication year, authors, used classifier, dataset composition (numbers
of phishing and legitimate websites), and achieved classification accuracy. Results are
sorted by accuracy from highest to lowest.

From this review, we can make the following observations:

• Two best approaches scored as high as a 99.9% accuracy.

• 15 best approaches scored above 99.0% accuracy.

• The most popular algorithms among researchers are: Random Forest (8 papers),
Naïve-Bayes (7 papers), SVM (7 papers), C4.5 (7 papers4), Logistic Regression (6
papers).

• Best 5 approaches scored above 99.49% and were implemented using different types
of classifiers: neural networks, regression, decision trees, ensembles, and Bayesian.
We see no prevailing classification method or type of method among top results.

• Best 5 approaches use highly unbalanced datasets, therefore, evaluating classifier
performance by accuracy is inadequate and does not tell how this classifier would
perform on more balanced datasets.

2https://www.phishtank.com/
3https://developers.google.com/safe-browsing/
4Including J48, which is WEKA’s class for generating pruned or unpruned C4.5 decision tree (http:

//weka.sourceforge.net/doc.dev/weka/classifiers/trees/J48.html)
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Table 1: Classification approaches to the solution of the phishing websites detection prob-
lem

Year Authors Classifier Dataset Accuracy
# phish. # legit.

2017 Marchal et al. [12] Gradient Boost-
ing

100,000 1000 99.90%

2010 Whittaker et al. [26] Logistic Regres-
sion

16,967 1,499,109 99.90%

2011 Xiang et al. [27] Bayesian Net-
work

8,118 4,780 99.60%

2018 Cui et al. [5] C4.5 24,520 138,925 99.78%
2013 Zhao et al. [30] Classic Percep-

tron
990,000 10,000 99.49%

2018 Patil et al. [15] Random Forest 26,041 26,041 99.44%
2013 Zhao et al. [30] Label Efficient

Perceptron
990,000 10,000 99.41%

2014 Chen et al. [3] Logistic Regres-
sion

1,945 404 99.40%

2018 Cui et al. [5] SVM 24,520 138,925 99.39%
2018 Patil et al. [15] Fast Decision

Tree Learner
(REPTree)

26,041 26,041 99.19%

2013 Zhao et al. [30] Cost-sensitive
Perceptron

990,000 10,000 99.18%

2018 Patil et al. [15] CART 26,041 26,041 99.15%
2018 Jain et al. [8] Random Forest 2,141 1,918 99.09%
2018 Patil et al. [15] J48 26,041 26,041 99.03%
2015 Verma et al. [25] J48 11,271 13,274 99.01%
2015 Verma et al. [25] PART 11,271 13,274 98.98%
2015 Verma et al. [25] Random Forest 11,271 13,274 98.88%
2018 Shirazi et al. [20] Gradient Boost-

ing
1,000 1,000 98,78%

2018 Cui et al. [5] Naïve-Bayes 24,520 138,925 98,72%
2018 Cui et al. [5] C4.5 356,215 2,953,700 98.70%
2018 Patil et al. [15] Alternating Deci-

sion Tree
26,041 26,041 98.48%

2018 Shirazi et al. [20] SVM (Linear) 1,000 1,000 98,46%
2018 Shirazi et al. [20] CART 1,000 1,000 98,42%

Continued on next page
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Table 1 – continued from previous page

Year Authors Classifier Dataset Accuracy
# phish. # legit.

2019 Adebowale et al. [1] Adaptive Neuro-
Fuzzy Inference
System

6,843 6,157 98.30%

2016 Vanhoenshoven
al. [22]

Random Forest 1,541,000 759,000 98.26%

2018 Jain et al. [8] Logistic Regres-
sion

2,141 1,918 98.25%

2018 Patil et al. [15] Random Tree 26,041 26,041 98.18%
2018 Shirazi et al. [20] k-Nearest Neigh-

bors
1,000 1,000 98,05%

2016 Vanhoenshoven et al.
[22]

Multi Layer Per-
ceptron

1,541,000 759,000 97.97%

2015 Verma et al. [25] Logistic Regres-
sion

11,271 13,274 97.70%

2018 Jain et al. [8] Naïve-Bayes 2,141 1,918 97.59%
2016 Vanhoenshoven et al.

[22]
k-Nearest Neigh-
bors

1,541,000 759,000 97.54%

2018 Shirazi et al. [20] SVM (Gaussian) 1,000 1,000 97,42%
2016 Vanhoenshoven et al.

[22]
C5.0 1,541,000 759,000 97.40%

2018 Karabatak et al. [9] Random Forest 6,157 4,898 97.34%
2016 Vanhoenshoven et al.

[22]
C4.5 1,541,000 759,000 97.33%

2016 Vanhoenshoven et al.
[22]

SVM 1,541,000 759,000 97.11%

2018 Karabatak et al. [9] Multilayer Per-
ceptron

6,157 4,898 96.90%

2018 Karabatak et al. [9] Logistic Model
Tree (LMT)

6,157 4,898 96.87%

2018 Karabatak et al. [9] PART 6,157 4,898 96.76%
2018 Karabatak et al. [9] ID3 6,157 4,898 96.49%
2019 Zhao et al. [29] Random Forest 40,000 150,000 96.40%
2018 Karabatak et al. [9] Random Tree 6,157 4,898 96.37%
2019 Chiew et al. [4] Random Forest 5,000 5,000 96.17%
2018 Jain et al. [8] SVM 2,141 1,918 96.16%
2016 Vanhoenshoven et al.

[22]
Naïve-Bayes 1,541,000 759,000 95.98%

Continued on next page
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Table 1 – continued from previous page

Year Authors Classifier Dataset Accuracy
# phish. # legit.

2018 Shirazi et al. [20] Naïve-Bayes 1,000 1,000 95,97%
2018 Karabatak et al. [9] J48 6,157 4,898 95.87%
2009 Ma et al. [11] Logistic Regres-

sion
20,500 15,000 95.50%

2018 Karabatak et al. [9] JRip 6,157 4,898 95.01%
2014 Marchal et al. [13] Random Forest 48,009 48,009 94.91%
2015 Verma et al. [25] SVM 11,271 13,274 94.79%
2019 Chiew et al. [4] C4.5 5,000 5,000 94.37%
2018 Karabatak et al. [9] Randomizable

Filtered Classifier
6,157 4,898 94.21%

2019 Chiew et al. [4] JRip 5,000 5,000 94.17%
2019 Chiew et al. [4] PART 5,000 5,000 94.13%
2017 Zhang et al. [28] Extreme Learn-

ing Machines
(ELM)

2,784 3,121 94.04%

2018 Karabatak et al. [9] Stochastic Gradi-
ent Descent

6,157 4,898 93.95%

2018 Karabatak et al. [9] Naïve-Bayes 6,157 4,898 93.39%
2018 Karabatak et al. [9] Bayesian Net-

work
6,157 4,898 92.98%

2019 Chiew et al. [4] SVM 5,000 5,000 92.20%
2011 Thomas et al. [21] Logistic Regres-

sion
500,000 500,000 90.78%

2019 Chiew et al. [4] Naïve-Bayes 5,000 5,000 84.10%
2015 Verma et al. [25] Naïve-Bayes 11,271 13,274 83.88%

3.3 Review of deep learning based research

During past few years, novel approaches to solve phishing websites detection problem
using deep learning techniques were introduced by scientific community. Zhao et al.
have demonstrated that Gated Recurrent Neural Network (GRU) without the need of
manual feature creation is capable of classifying malicious URLs with 98.5% accuracy
on 240,000 phishing and 150,000 legitimate websites URL samples [29]. Saxe and Berlin
have performed an experiment with Convolutional Neural Network (CNN), automating
the process of feature design and extraction from generic raw character strings (malicious
URLs, file paths, etc.) and gaining 99.30% accuracy on 19,067,879 randomly sampled web-
sites URLs [17]. Vazhayil et al. have performed a comparative study, demonstrating the
DMSTI-DS-T007-19-08 8



98.7% accuracy of CNN and 98.9% accuracy of CNN Long Short-Term Memory (CNN-
LSTM) deep learning networks on 116,101 URL samples [23]. Selvaganapathy et al. have
implemented a method where feature selection is done using Greedy Multilayer Deep
Belief Network (DBN) and binary classification is done using Deep Neural Networks
(DNN), capable of classifying malicious URLs with 75.0% accuracy on 17.700 phishing
and 10,000 legitimate websites URL samples [19].
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